QUANTUM SIMULATION

Quantum optimization of maximum independent set using Rydberg atom arrays


Realizing quantum speedup for practically relevant, computationally hard problems is a central challenge in quantum information science. Using Rydberg atom arrays with up to 289 qubits in two spatial dimensions, we experimentally investigate quantum algorithms for solving the maximum independent set problem. We use a hardware-efficient encoding associated with Rydberg blockade, realize closed-loop optimization to test several variational algorithms, and subsequently apply them to systematically explore a class of graphs with programmable connectivity. We find that the problem hardness is controlled by the solution degeneracy and number of local minima, and we experimentally benchmark the quantum algorithm’s performance against classical simulated annealing. On the hardest graphs, we observe a superlinear quantum speedup in finding exact solutions in the deep circuit regime and analyze its origins.

Combinatorial optimization is ubiquitous in many areas of science and technology. Many such problems have been shown to be computationally hard and form the basis for understanding complexity classes in modern computer science (1). The use of quantum machines to accelerate solving such problems has been theoretically explored for over two decades with a variety of quantum algorithms (2–4). Typically, a relevant cost function is encoded in a quantum Hamiltonian (5), and its low-energy state is sought starting from a generic initial state, either through an adiabatic evolution (2) or a variational approach (3), via closed optimization loops (6, 7). The computational performance of such algorithms has been investigated theoretically (4, 8–13) and experimentally (14–16) in small quantum systems with shallow quantum circuits, or in systems lacking the many-body coherence believed to be central for quantum advantage (17, 18). However, these studies offer only limited insights into algorithms’ performances in the most interesting regime involving large system sizes and high circuit depths (19, 20).

Here we use a quantum device based on coherent, programmable arrays of neutral atoms trapped in optical tweezers to investigate quantum optimization algorithms for systems ranging from 39 to 289 qubits, and effective depths sufficient for the quantum correlations to spread across the entire graph. Specifically, we focus on maximum independent set, a paradigmatic NP-hard optimization problem (21). It involves finding the largest independent set of a graph—a subset of vertices such that no edges connect any pair in the set. An important class of such maximum independent set problems involves unit disk graphs, which are defined by vertices on a two-dimensional plane with edges connecting all pairs of vertices within a unit distance of one another (Fig. 1, A and B). Such instances arise naturally in problems associated with geometric constraints that are important for many practical applications, such as modeling wireless communication networks (22, 23). Although there exist polynomial-time classical algorithms to find approximate solutions to the maximum independent set problem on such graphs (24), solving the problem exactly is known to be NP-hard in the worst case (23, 25).

**Maximun independent set on Rydberg atom arrays**

Our approach uses a two-dimensional atom array described previously (26). Excitation from a ground state |0⟩ into a Rydberg state (Fig. 1) is utilized for hardware-efficient encoding of the unit disk maximum independent set problem (27). For a particular graph, we create a geometric configuration of atoms using optical tweezers such that each atom represents a vertex. The edges are drawn according to the unit disk criterion for a unit distance given by the Rydberg blockade radius R₀ (Fig. 1C), the distance within which excitation of more than one atom to the Rydberg state is prohibited because of strong interactions (28). The Rydberg blockade mechanism thus restricts the evolution primarily to the subspace spanned by the states that obey the independent set constraint of the problem graph. Quantum algorithms for optimization are implemented via global atomic excitation using homogeneous laser pulses with a time-varying Rabi frequency (and a time-varying phase) Ω(t)e^iX(t) and detuning Δ(t) (Fig. 1D). The resulting quantum dynamics is governed by the Hamiltonian H = H_q + H_cost, with the quantum driver H_q and the cost function H_cost given by

\[ H_q = \frac{\hbar}{2} \sum_i \left[ \Omega(t)e^{iX(t)}|0\rangle\langle 1| + \text{h.c.} \right], \]

\[ H_{\text{cost}} = -\hbar \Delta(t) \sum_i n_i + \sum_{i<j} V_{ij} n_i n_j \] (1)

where \( n_i = |1⟩⟨1| \) and \( V_{ij} = V_{ij}(|r_i - r_j|)^6 \) is the interaction potential that sets the blockade radius R₀ and determines the connectivity of the graph. For a positive laser detuning Δ, the many-body ground state of the cost function Hamiltonian maximizes the total number of qubits in the Rydberg state under the blockade constraint, corresponding to the largest independent set MIS(G) (hereafter MIS) of the underlying unit disk graph G (27) (Fig. 1E). Even with the finite blockade energy and long-range interaction tails, we empirically find that the ground states of H_{\text{cost}} still encode an MIS for the ensemble of graphs studied here (see (25, 27)).

**Variational optimization via a closed quantum-classical loop**

In the experiment, we deterministically prepare graphs with vertices occupying 80% of an underlying square lattice, with the blockade extending across nearest and next-nearest (diagonal) neighbors (Fig. 1C). This allows us to explore a class of nonplanar graphs for which finding the exact solution of MIS is NP-hard for worst-case instances (25). To prepare quantum states with a large overlap with the MIS solution space, we use a family of variational quantum optimization algorithms using a quantum-classical optimization loop. We place atoms at positions defined by the vertices of the chosen graph, initialize them in state |0⟩, and implement a coherent quantum evolution corresponding to the specific choice of variational parameters (Fig. 1D). Subsequently, we sample the wave function with a projective measurement and determine the
size of the output independent set by counting the number of qubits in \(|1\rangle\), using classical post-processing to remove blockade violations and reduce detection errors (25) (Fig. 1E). This procedure is repeated multiple times to estimate the mean independent set size \((\sum n_i)\) of the sampled wave function, the approximation ratio \(R = (\sum n_i)/|\text{MIS}|\), and the probability \(P_{\text{MIS}}\) of observing an MIS (where MIS denotes the size of an MIS of the graph). The classical optimizer tries to maximize \((\sum n_i)\) by updating the variational parameters in a closed-loop hybrid quantum-classical optimization protocol (25) (Fig. 1D).

We test two algorithm classes, defined by different parametrizations of the quantum driver and the cost function in Eq. 1. The first approach consists of resonant (\(\Lambda = 0\)) laser pulses of varying durations \(t_i\) and phases \(\phi_i\) (Fig. 2A). This algorithm closely resembles the canonical quantum approximate optimization algorithm (QAOA) (3), but instead of exact single-qubit rotations, resonant driving generates an effective many-body evolution within the subspace of independent sets associated with the blockade constraint (25). Phase jumps between consecutive pulses implement a global phase gate (29), with a phase shift proportional to the cost function of the maximum independent set problem in the subspace of independent sets (see eq. S2). Taken together, these implement the QAOA, where each pulse duration \(t_i\) and phase \(\phi_i\) are used as a variational parameter.

The performance of QAOA as a function of depth \(p\) (the number of pulses) is shown in Fig. 2B for an instance of a 179-vertex graph embedded in a \(15 \times 15\) lattice. We find that the approximation ratio grows as a function of the number of pulses up to \(p = 4\), and increasing the depth further does not appear to lead to better performance (Fig. 2B). As discussed in (25), we attribute these performance limitations to the difficulty of finding the optimal QAOA parameters for large depths within a limited number of queries to the experiment, leakage out of the independent set subspace during resonant excitation due to imperfect blockade associated with the finite interaction energy between next-nearest neighbors, and laser pulse imperfections.

The second approach is a variational quantum adiabatic algorithm (VQAA) (2, 30), related to methods previously used to prepare quantum many-body ground states (26, 31, 32). In this approach, we sweep the detuning \(\Delta\) from an initial negative detuning \(\Delta_0\) to a final large positive value \(\Delta_f\) at constant Rabi frequency \(\Omega\), along a piecewise-linear schedule characterized by a total number of segments \(f\), the duration \(t_i\) of each, and the end detuning \(\Delta_i\) of each segment. Moreover, we turn on the coupling \(\Omega\) in duration \(t_4\) and smoothen the detuning sweep using a low-pass filter with a characteristic filter time \(t_3\) (Fig. 2C), both of which minimize nonadiabatic excitations and serve as additional variational parameters. For this evolution, we define an effective circuit depth \(\tilde{p}\) as the duration of the sweep \((T = t_1 + \ldots + t_4)\) in units of the \(\pi\)-pulse time \(t_\pi\), which is the time required to perform a spin flip operation.

We find that with only three segments optimized for an effective depth of \(\tilde{p} = 10\) (Fig. 2D inset), the optimizer converges to a pulse that substantially outperforms the QAOA approach described above. Furthermore, the optimized pulse shows a better performance compared to a linear (one-segment) detuning sweep of the same \(\tilde{p}\) (Fig. 2D). We find that similar pulse shapes produce high approximation ratios for a variety of graphs (see, e.g., fig. S8C), consistent with theoretical predictions of pulse shape concentration (20, 25, 33, 34). At large sweep times \((\tilde{p} > 15)\), we observe a turn-around in the performance likely associated with decoherence (25). For the remainder of this work, we focus on the quantum adiabatic algorithm for solving maximum independent set.

Quantum optimization on different graphs

The experimentally optimized quasi-adiabatic sweep (depicted in Fig. 2D) was applied to 115 randomly generated graphs of various sizes \((N = 80\) to 289 vertices). For graphs of the same size \((N = 180)\), the approximation error \(1 - \tilde{R}\) decreases and the probability of finding an MIS solution \(P_{\text{MIS}}\) increases with the effective circuit depth at early times, with the former showing a scaling consistent with a power-law relation for short effective depths (Fig. 3A and fig. S15) (25). We find a strong correlation between the performance of the quantum algorithm on a given graph and its total number of MIS solutions, which we refer to as the MIS degeneracy \(D_{\text{MIS}}\) (hereafter \(D_{\text{MIS}}\)). This quantity is calculated classically using a tensor network algorithm (25, 33) and varies by nine orders of magnitude across different 180-vertex graphs. We observe a clear logarithmic relation between \(D_{\text{MIS}}\) and the approximation error \(1 - \tilde{R}\), accompanied by a nearly three-orders-of-magnitude variation of \(P_{\text{MIS}}\) at a fixed depth \(\tilde{p} = 20\) (Fig. 2B). \(P_{\text{MIS}}\) does not scale linearly with the MIS degeneracy, as would be the case for a naïve algorithm that samples solutions at random. Figure 2C shows the sharp collapse of \(1 - \tilde{R}\) as a function of the logarithm of the MIS degeneracy normalized by the graph size, \(\rho = \log(D_{\text{MIS}})/N\). This quantity, a measure of MIS degeneracy density, determines the hardness in approximating solutions for the quantum algorithm at shallow depths.

These observations can be modeled as resulting from a Kibble-Zurek-type mechanism.
where the quantum algorithm locally solves the graph in domains whose sizes are determined by the evolution time and speed at which quantum information propagates (36, 37). We show that the scaling of the approximation error with depth can originate from the conflicts between local solutions at the boundaries of these independent domains (25). In graphs with a large degeneracy density \( \rho \), there may exist many MIS configurations that are compatible with the local ordering in these domains. This provides a possible mechanism to reduce domain walls at their boundaries (fig. S14) and decrease the approximation error. Such a scenario would predict a linear relation between \( 1 - R \) and \( \rho \) at a fixed depth, which is consistent with our observations (Fig. 2C and fig. S15).

**Benchmarking against simulated annealing**

To benchmark the results of the quantum optimization against a classical algorithm, we use simulated annealing (SA) (38). It seeks to minimize the energy of a cost Hamiltonian by thermally cooling a system of classical spins while maintaining thermal equilibrium. Although some specifically tailored state-of-the-art algorithms (24, 39) may have better performance than SA in solving the maximum independent set problem, we have chosen SA for extensive benchmarking because similar to the quantum algorithms used, it is a general-purpose algorithm that only relies on information from the cost Hamiltonian for solving the problem. Our highly optimized variant of SA stochastically updates local clusters of spins using the Metropolis-Hastings (40) update rule, rejecting energetically unfavorable updates with a probability dependent on the energy cost and the instantaneous temperature (25). We use collective updates under the MIS Hamiltonian cost function (eq. S15), which applies an optimized uniform interaction energy to each edge, penalizing states that violate the independent set criterion (25). The annealing depth \( \rho_{SA} \) is defined as the average number of attempted updates per spin.

We compare the quantum algorithm and SA on two metrics: the approximation error \( 1 - R \), and the probability of sampling an exact solution \( \rho_{MIS} \) which determines the inverse of time-to-solution. As shown in Fig. 4A, for relatively shallow depths and moderately hard graphs, optimized SA results in approximation errors similar to those observed on the quantum device. In particular, we find that the hardness in approximating the solution for short SA depths is also controlled by degeneracy density \( \rho \) (fig. S18, A and B). However, some graph instances appear to be considerably harder for SA compared to the quantum algorithm at higher depths (see, e.g., gold and purple curves in Fig. 4A).

Detailed analysis of the SA dynamics for graphs with low degeneracy densities \( \rho \) reveals that for some instances, the approximation ratio displays a plateau at \( R = |\text{MIS}| - 1/|\text{MIS}| \), corresponding to independent sets with one less vertex than an MIS (Fig. 4A, gold and purple solid lines). Graphs displaying this behavior have a large number of local minima with independent set size \( |\text{MIS}| - 1 \), in which SA can be trapped up to large depths. By analyzing the dynamics of SA at low temperatures as a random walk among \( |\text{MIS}| - 1 \) and \( |\text{MIS}| \) configurations (Fig. 4D), we show in (25) that the ability of SA to find a global optimum is limited by the ratio of the number of suboptimal independent sets of size \( |\text{MIS}| - 1 \) to the number of ways to reach global minima, resulting in a “hardness parameter”\( \mathcal{H}(P) = \rho_{MIS}/\langle |\text{MIS}| \rangle_{MIS} \) (Fig. 4E). This parameter lowers the mixing time for the Markov chain describing the SA dynamics at low temperatures (eq. S19), and it appears to increase exponentially with the square root of the system size for the hardest graphs (fig. S11). This suggests that a large number of local minima cause SA to take an exponentially long time to find an MIS for the hardest cases as \( N \) grows. If SA performance saturates this lower bound, consistent with numerics (fig. S19), its runtime to find an MIS is polynomially related to the best known exact classical algorithms (47).

**Quantum speedup on the hardest graphs**

We now turn to study the algorithms’ ability to find exact solutions on the hardest graphs (with up to \( N = 80 \)), chosen from graphs in the top two percentile of the hardness parameter \( \mathcal{H}(P) \) (fig. S11). We find that for some
of these graphs (e.g., gold curves in Fig. 4, A to C), the quantum algorithm quickly approaches the correct solutions, reducing the average Hamming distance (number of spin flips normalized by $N$) to the closest MIS and increasing $P_{\text{MIS}}$, while SA remains trapped in local minima at a large Hamming distance from any MIS. For other instances (e.g., purple curves in Fig. 4, A to C), both the quantum algorithm and SA have difficulty finding the correct solution. Moreover, in contrast to our earlier observations suggesting variational parameter concentration for generic graphs, we find that for these hard instances, the quantum algorithm needs to be optimized for each graph individually by scanning the slowdown point of the detuning sweep $\Delta(t)$ to maximize $P_{\text{MIS}}$ (Fig. 5, A and B, and fig. S9) (25).

Figure 4E shows the resulting highest $P_{\text{MIS}}$ reached within a depth of 32 for each hard graph instance as a function of the classical hardness parameter $\mathcal{H}(T)$. For simulated annealing, we find the scaling $P_{\text{MIS}} \approx 1 - \exp(-7\mathcal{H}^{0.03(4)})$, where $C$ is a positive fitted constant, which is in good agreement with theoretical expectations (25). Although for many instances the quantum algorithm outperforms SA, there are significant instance-by-instance variations, and on average, we observe a similar scaling $P_{\text{MIS}} \approx 1 - \exp(-7\mathcal{H}^{0.03(15)})$ (dashed red line).

To understand these observations, we carried out detailed analyses of both classical and quantum algorithms’ performance for hard graph instances. Specifically, in (25) we show that for a broad class of SA algorithms with both single-vertex and correlated updates, the scaling is at best $P_{\text{MIS}} \approx 1 - \exp(-7\mathcal{H}^{0.03})$ (where $C$ generally could have polynomial dependence on the system size), indicating that the observed scaling of our version of SA is close to optimal. To gain insight into the origin of the quantum scaling, we numerically compute the minimum energy gap $\delta_{\text{min}}$ during the adiabatic evolution using density-matrix renormalization group (Fig. 5A) (25). Figure 5C shows that the performance of the quantum algorithm is mostly well described by quasi-adiabatic evolution with transition probability $\rho \approx \log(D_{\text{MIS}})/N$ (inset: data plotted as a function of $N$). Error bars for $P_{\text{MIS}}$, here and throughout the text, denote the 68% confidence interval.

**Discussion and outlook**

Several mechanisms for quantum speedup in combinatorial optimization problems have been previously proposed. Grover-type algorithms are known to have a quadratic speedup in comparison to brute-force classical search over all possible solutions (44, 45). A quadratic quantum speedup has also been suggested for quantized SA based on discrete quantum walks (46, 47). However, these methods use
specifically constructed circuits and are not directly applicable to the algorithms implemented here. In addition, the following mechanisms can contribute to the speedup observed in our system. The quantum algorithm’s performance in the observed regime appears to be mostly governed by the minimum energy gap $d_{\text{min}}$ (Fig. 5C). We show that under certain conditions, one can achieve coherent quantum enhancement for the minimum gap $d_{\text{min}}$ alone does not fully determine the quantum performance, as suggested by the data points that deviate from the Landau-Zener prediction in Fig. 5C, where $\delta_{\text{min}} \sim \mathcal{H}\mathcal{P}^{-1/2}$ (25). In practice, however, we find that the minimum energy gap does not always correlate with the classical hardness parameter $\mathcal{H}\mathcal{P}$, as is evident in the spread of the quantum data in Fig. 4E (see also fig. S21).

Some insights into these effects can be gained by a more direct comparison of the quantum algorithm with SA using the same cost function corresponding to the Rydberg Hamiltonian $\mathcal{H}\mathcal{P}$ = 5), where the edges connect two configurations if they are separated by one step of simulated annealing. At low temperatures, simulated annealing finds an MIS solution by a random walk on this configuration graph. Power-law fits to the SA (teal, $\sim \mathcal{H}\mathcal{P}^{-1.03(4)}$) and the quantum data (dashed crimson line, $\sim \mathcal{H}\mathcal{P}^{-0.95(15)}$) are used to compare scaling performance with graph hardness $\mathcal{H}\mathcal{P}$. The error in the power-law exponents from the fit is the combination of statistical errors and the error in the least-squares fit. If only graphs with minimum energy gaps large enough to be resolved in the duration of the quantum evolution are considered ($\delta_{\text{min}} > 1/T$, excluding hollow data points), the fit (solid crimson line) shows a superlinear speedup $\sim \mathcal{H}\mathcal{P}^{-0.63(13)}$ over optimized simulated annealing.
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Fig. 4. Benchmarking the quantum algorithm against classical simulated annealing. (A) Performance of the quantum algorithm, and the optimized simulated annealing with the MIS Hamiltonian, shown as a function of depth ($\varphi$ for quantum algorithm and $\varphi_{\text{SA}}$ for simulated annealing) for four 80-vertex graphs. Green ($\mathcal{H}\mathcal{P} = 1.8, \varphi = 0.13$) and gray ($\mathcal{H}\mathcal{P} = 2.1, \varphi = 0.11$) graphs are easy for the quantum and classical algorithm; however, purple ($\mathcal{H}\mathcal{P} = 6.9, \varphi = 0.08$) and gold ($\mathcal{H}\mathcal{P} = 68, \varphi = 0.06$ are significantly harder and show a plateau at $R = (|\text{MIS}| - 1)/|\text{MIS}|$, i.e., independent sets with one less vertex than an MIS. (B and C) One of the hard graphs (gold) shows much better quantum scaling of average normalized Hamming distance to the closest MIS, and MIS probability ($P_{\text{MIS}}$) compared to the other graph (purple). By contrast, the performance of SA (lines) remains similar between the two graphs. (D) Configuration graph of independent sets of size $|\text{MIS}|$ and $|\text{MIS}|-1$ for an example 39-vertex graph ($\mathcal{H}\mathcal{P} = 5$), where the edges connect two configurations if they are separated by one step of simulated annealing. At low temperatures, simulated annealing finds an MIS solution by a random walk on this configuration graph. Power-law fits to the SA (teal, $\sim \mathcal{H}\mathcal{P}^{-1.03(4)}$) and the quantum data (dashed crimson line, $\sim \mathcal{H}\mathcal{P}^{-0.95(15)}$) are used to compare scaling performance with graph hardness $\mathcal{H}\mathcal{P}$. The error in the power-law exponents from the fit is the combination of statistical errors and the error in the least-squares fit. If only graphs with minimum energy gaps large enough to be resolved in the duration of the quantum evolution are considered ($\delta_{\text{min}} > 1/T$, excluding hollow data points), the fit (solid crimson line) shows a superlinear speedup $\sim \mathcal{H}\mathcal{P}^{-0.63(13)}$ over optimized simulated annealing.
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enhancement through diabatic effects could be possible (34, 48).

Although the scaling speedup observed here suggests a possibility of quantum advantage in runtime, to achieve practical runtime speedups over specialized state-of-the-art heuristic algorithms (e.g., [39]), qubit coherence, system size, and the classical optimizer loop need to be improved. The useful depth accessible via quantum evolution is limited by Rydberg-state lifetime and intermediate-state laser scattering, which can be suppressed by increasing the control laser intensity and intermediate-state detuning. Advanced error mitigation techniques such as STIRAP (49), as well as error correction methods, should also be explored to enable large-scale implementations. The classical optimization loop can be improved by speeding up the experimental cycle time and by using more advanced classical optimizers. Larger atom arrays can be realized by using improvements in vacuum-limited trap lifetimes and sorting fidelity.

Our results demonstrate the potential of quantum systems for the discovery of new algorithms and highlight a number of new scientific directions. It would be interesting to investigate whether instances with large Hamming distance between the local and global optima of independent set sizes [MIS] – 1 and [MIS] can be related to the overlap gap property of the solution space, which is associated with classical optimization hardness (50). In particular, our method can be applied to the optimization of “planted graphs,” designed to maximize the Hamming distance between optimal and suboptimal solutions, which can provably limit the performance of local classical algorithms (51). Our approach can also be extended beyond unit disk graphs by using ancillary atoms, hyperfine qubit encoding, and a reconfigurable architecture based on coherent transport of entangled atoms (32). Furthermore, local qubit addressing during the evolution can be used to both extend the range of optimization parameters and the types of optimization problems (5). Further analysis could elucidate the origins of classical and quantum hardness, for example, by using graph neural network approaches (53). Finally, similar approaches can be used to explore realizations of other classes of quantum algorithms [see, e.g., (54)], enabling a broader range of potential applications.
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Solving hard graph problems
Realizing quantum speedup for solving practical, computationally hard problems is the central challenge in quantum information science. Ebadi et al. used Rydberg atom arrays composed of up to 289 coupled qubits in two spatial dimensions to investigate quantum optimization algorithms for solving the maximum independent set, a paradigmatic nondeterministic polynomial time–hard combinatorial optimization problem (see the Perspective by Schleier-Smith). A hardware-efficient encoding protocol associated with Rydberg blockade was used to realize a closed-loop optimization method to test several variational algorithms and subsequently apply them to systematically explore a class of nonplanar graphs with programmable connectivity. The results demonstrate the potential of quantum machines as a tool for the discovery of new promising algorithm classes. —ISO
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